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What are Dependent Justifications

@ The notion of dependent justification is inspired by its formal
counterpart in theories of dependent types:
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What are Dependent Justifications

@ The notion of dependent justification is inspired by its formal
counterpart in theories of dependent types:

» A dependent type is a type expression of the form B[x] with x a
free variable ranging over A type saying that B is a type whenever
X €A

> ¥ type: type of all pairs (a, b) where a € Aand b € B[a];

» [ type: type of all functions Ax.b[x] where b[a] € B[a] for any
acA;

» Propositional functions under the props-as-types analogy
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What are Dependent Justifications (II)

@ A dependent type expresses the definitional relation of a term
from a term (parametrization of types);
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What are Dependent Justifications (II)

@ A dependent type expresses the definitional relation of a term
from a term (parametrization of types);

@ Similarly, we can express a justification for B dependently on a
justification for A:

“t is a justification for B, whenever A is justified by s”
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What are Dependent Justifications (II)

@ In a natural deduction translation, this can be reconstructed as
validity under assumptions:
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What are Dependent Justifications (II)

@ In a natural deduction translation, this can be reconstructed as
validity under assumptions:

@ If t: B depends from s: A, a formula of the form A;+ B | t where
A € A can be used in ND (see [Artémov and Bonelli, 2007],
[Alt and Artemov, 2001]);

A Bt
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What are Dependent Justifications (II)

@ In a natural deduction translation, this can be reconstructed as
validity under assumptions:

@ If t: B depends from s: A, a formula of the form A;+ B | t where
A € A can be used in ND (see [Artémov and Bonelli, 2007],
[Alt and Artemov, 2001]);

A-FB|t y
AT H[H]B]'t

@ We want to express the local dependency of a term from a term
(evidences);
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What are Dependent Justifications (II)

@ In a natural deduction translation, this can be reconstructed as
validity under assumptions:

@ If t: B depends from s: A, a formula of the form A;+ B | t where
A € A can be used in ND (see [Artémov and Bonelli, 2007],
[Alt and Artemov, 2001]);

A;-+FBJt
—— 0/
AT H[H]B]'t

@ We want to express the local dependency of a term from a term
(evidences);

@ We want also to preserve the global dependency of expressions
(propositions, as in the A-calculi).
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Tasks

@ Show that a notion of Dependent Evidence mimicking Functions
can be formally accomodated in the framework of Justification
Logic for expressions of the form

“t is a justification for B, whenever A is justified by s”
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a ND system with
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Tasks

@ Show that a notion of Dependent Evidence mimicking Functions
can be formally accomodated in the framework of Justification
Logic for expressions of the form

“t is a justification for B, whenever A is justified by s”

@ Provide a general interpretation of functional expressions within
a ND system with

» Dependent Terms
» Dependent Expressions

© Use the latter to prove some metatheoretical results.

G. Primiero (Ghent University) Dependent Evidence GC-CUNY

6/34



© Intuitionistic JL with Dependency
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Axioms and Inference Schemes

Definition (Axioms)

Axioms of the system are:

A0. Axioms schemes of minimal logic in the the language of JL
A1l. [s]A D A “verification”

A2. [s]A D [!'s][s]A “proof checker”

A3. A D« s> A*“assumption maker”

Ad. < s> ADk?s > [s]A “proof dependency maker”

A5. < s> AD~< s>~ A “consistency of assumption”

A6. [s[(AD B) D ([t]JA D [s- t]|B) “application”

R1.TFAD> BandTl I Aimplies I' - B “modus ponens”

R2. If Ais an axiom AO. — A6. and c is a proof constant, then - [c]A
“necessitation”
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Meaning of Dependent Evidence

@ A proper functional or dependent evidence will be given by the
construction of A4. with distinct polynomials

<75 > [t](BIA])
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Meaning of Dependent Evidence

@ A proper functional or dependent evidence will be given by the
construction of A4. with distinct polynomials

<?s> [t](B[A])

@ It reads:
“t is an evidence of B, whenever s is an evidence of
A’

@ This gives a way to express in JL expressions of the form:

“Let A be a proposition with evidence s, and B a
proposition dependent on A”
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Constructing dependent evidence

ADK s> A <75 > [t]B[A] DE
(?s)t:B

Given an assumed evidence s for A, if there is an evidence
<?s > [t]B[A] of B dependent on A, then an evidence t of B holds
assuming an evidence s.
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Constructing dependent evidence (Equivalence)

A=A DKLS> A=< > A <78 >=<k18' > [t]B[A] = [t']B'[A]
(?s)t:B=(?s")t": B

EQ

We get identical evidences (7s)t, (?s’)t’ for B, B’ when equivalent
dependent evidences «?s > [t], <?s’ > [t'] are formulated from
equivalent assumed evidences s, s’ respectively for A, A'.
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Rules for dependent evidence

Discharging of such dependency relation is given by Application:

<?s>t:BA]  [s]A
[s]- 1B

<?s > t=<«?s'" > t':B[A] = B'[A] [s] =[s]A
[sl-Ith=1[s]-1t):B=8B

Function Application

EQ

The first rule says that given an evidence «?s > [t]B[A] of B
dependent on A, if there is an evidence s of A, then [s] - [{] is an
evidence of B. Equality holds under equivalent dependent evidences.
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Rules for dependent evidence
To construct a functional evidence one can proceed by abstraction on

a dependent evidence (plus identity rules):
<?s> [t]:B[A]
(?s)t:(x s> A)B

Abstraction
[s]A <5 > [t]B[A]
(?s)t(!s) =[s] - [t]:B

L?s> [t =<?s > [t']:BlA]
(?s)t=(?s)t':(x s> A)B

B-rule

&-rule

<?s>> [t]: BA]

(7)t = (5)(<7s =78 >)[1]: (< s > A)B “Ue

where variables in s’ are not free in s.

<?s> t:B[A]
(?s)t(!s) =<?s > [t]: BIA]

where variables in s are not free variables in t.
GC-CUNY  12/34
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Dependency from more than one term

The basic case with two assumptions is of the from

< S > S > [t] B[Az[A4]] which reads informally as follows: “t is
an evidence of B, provided s, is an evidence of A, which holds
provided s; is an evidence of A;”.

L?s1...78, > [t]B[Aq,. .., An]
(?s1...(Psn—1(Psn)))t: (781 > A1, <78 > Ag, ..., <78, > Ap)B

“if t is a proof for B dependent on evidences for A4, ..., A,, then tis
an evidence for B given that s, is an evidence for A, which holds
provided s,_1 is an evidence for A,_1, which holds provided ...up to
Sy is an evidence of A;”.
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Dependency from more than one term

By repeated application we obtain the inverse operation:

(?81 ( .. ( cy (?Sn))))ti (A1, e ,An)B [[81]]/41, [[S1~7 ceey -[[Sn_1 : Sn]]An
[[s1] - [s2l----.-[snll - []: B

which reads: “if t is an evidence for B given evidences for A4, ..., A,
and provided s, is a proof of A, provided s,_1 is a proof of A,_1 up to
sy is a proof of Aq, then t is an evidence for B dependent on
evidences sy applied to s,, then applied to s3 up to s,”.
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Example 1

Show that a function evidence C(y)[y:(B(x)[x:A] is given by a
function C(x, y) with arguments respectively in A and B[A].

(?c)c(?¢c, (a,b))C['b: B(!a)] 7c((['a]:A)['b]:B)C
(?c)c(e, ((7a)?b))C
(a-b)-c:C

Abstraction
Application
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Example 2

Show that for any elements s, &/, if [s] = [s'] A, then
< s> [t]B[A] o< s’ > [{]B[A],

[s]A [s]A A=A
[s] = [S]A < s> [t]B[A]

(?s)b: (s> A)B < s> [tf]BlA =< s’ > [t]B[A]
(?8')b:(< s> A)B
(?b)b: (< s> A)BD (« 8 > AB
(?B)(?b)b:([s] = [$]A) D ((< s > A)B D (< 8 > A)B)

(75)(28) (26 ) (2b)b: (s: A) (S : A)(s = §':A) O (< s > A)B = (< s > A)B)
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© Natural Deduction with Global and Local Assumptions
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Functions in ND

@ Usual translation of functional language in ND: The proof of an
implication A O B represented by a function which maps proofs
of A to proofs of B, e.g. [Pfenning, 2004];
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Functions in ND

@ Usual translation of functional language in ND: The proof of an
implication A O B represented by a function which maps proofs
of A to proofs of B, e.g. [Pfenning, 2004];

@ keep them apart:

» an implication talks about a term/program for A transformed into
one for B; evaluation of terms establishes global validity (a is
evaluated and a procedure to get b holds);

» a function talks about a the dependency of terms in B from terms in
A; it expresses the validity of the former locally in view of the latter;

» the application of a function generates an assumptions which if
satisfied instantiates an implication.
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Functions in ND

@ Derivability of a term under valid assumptions (global validity)
defines Unconditional Evidence;

A;-FA|s  UnEvid
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Functions in ND

@ Derivability of a term under valid assumptions (global validity)
defines Unconditional Evidence;

A;-FA|s  UnEvid

@ Derivability of a term under true assumptions (local validity)
defines Dependent Evidence;

ATHA] s DepEvid
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WLngo

Definition (Language)
The syntax is defined by the following alphabet:

Proof Terms
s:=x|s-s|ls| XTRT sASVv:AIN s |?s| ASSM s AS a: A INs

Propositions
A=P|ADB|BA|[s]A|« s> A|< s> [t]|B[A]
Truth Contexts I' :=- | T, a: A

Validity Contexts A :=- | A, v:A
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WLngo

Definition (The Logic JL,q0)

JLnqo is defined by the following schemes:

AV ANFA[y AV
A v:A-+-B|s / A;-FADB]|s A-FAE
ATFASB|AV:As ~ ATFB|s t
TruVar

A;a:A-FHA| a

A;a:AEB||t
A;-F< s> [t]BlA]

Function Formation

ATH< s> [{]B[A] A;TH[s]Alls
AT =B ([s] - [1])

Function Application
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WLngo

Now modalities can be used to internalise dependencies:
Definition

A;-FAls 5 A;-H[r]A]'s A V:AEC |t
A;TH[s]A|'s A;THC! | XTRT sASVv:AIN t

OE

ATHA| s

AT;-F< s> Al?s ol

ATHELr> Al?s A a:A-FCIt
A;T;-=CZ||ASSM sAS a:AINt

CE
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IJL pao

Lemma (Properties)

The system satisfies

@ (Exchange) If A;v:A v:B;- - C|sthenlfA;v:B,v:A;-+C|s

© (Exchange) If A;a:A;b:B;T = C || s then If
A;b:B;a:ATEC|| s

© (Weakening) If A;- - A|sthen A a:BF A| s

Q (Weakening) If A;T = A||sthen A, v:B,T - A]|| s

@ (Contraction) If A; u:A,v:A;A',-+ A| s then
A w:A N =AY | sy forw fresh

Q (Contraction) If A;T,a:A b:A+ A|| s then A;T,c: At A2 || s
for c fresh.

<
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Equality

Definition (Axiom and Inference Schemes for Identity with
Unconditional and Dependent Evidence)

It is proven that the following hold:

@ substitution on terms

context equivalence

reflexivity on unconditional and dependent evidence
symmetry on unconditional and dependent evidence
transitivity on unconditional and dependent evidence
equivalence on A-terms and application for implication
equivalence on j/n redexes for O, ¢

equivalence on Introduction/Elimination Rules for O, &

o
°
°
°
o
°
°
@ equivalence on Functional Terms and Application
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Contractions/Expansions

Transformation of derivations by contractions and expansions on

connectives, adding appropriate operations for dependent evidence.

(Connectives behave well with intro/elimination).
Contraction for D

A v:A-FB|s /
ATFASB|A:AS ' AFA|t
ATEB|(AVv:As) -t

contracts to

T A;v:AEB|s AHAT 5
A THB]|s? ATESs/ =(Av:As)-t:B £ L?nEv
ATFB|(\W:AS) -1 .

where 7 is a derivation according to the Term Substituiton Theorem
with Unconditional Evidence.
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Contractions/Expansions

Contraction for Function

A;a:A-B||t Function ’ A;-FHA|s -
A F< s> [f]B[A] Uneton rormation T TSA s App

AT EBIS]- 1t

contracts to

AT -F<s> Al?s Asa:A-B|t
AT. - B2||ASSMsAS a:AIN t eon A-Als
ATE(aAa 1) =< s > [1]:B/A] ATEIsIATS o

ATEB([S]- M)
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Contractions/Expansions

Expansion for >

ATHADB|s

expands to

A;-FADB]|s A-FALY £
A Vv:ATEB]|s v - ATHFADB]s

v ¢ £v(t)

Ol

ATEADB|AV:A(s-vV) ATHEAV:A(s-v)=s:ADB

ATHFADB]s
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Contractions/Expansions

Expansion for Function

A;-F< s> [t]|BlA]

expands to
AT < s> [t]BIA] AT[sIAlls
ATFB (s -1 PP AviARBIt -
AT E B | XTRT s ASV:AIN t
E
AT,-Fsf=s-t:B ¥ ATHAL's

EqDepEv
avep A F<s> [BA
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Normal Forms

Definition (Predicates INF and FNF)

The normal form predicates INF and FNF are defined according to
the following schemas:

A;-FAls r-Ajls
A;T = FNF(s) I; -+ INF(s)

A;-+ FNF(A)  A;a:AF FNF(1)
A;T;-+ FNF([a/V] - 1)

I;- = INF(A) A;a:AE FNF(t)
A;T; - F INF(tla: A])
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Rewriting Rules
Definition (Rewriting Rules for INF /FNF predicates)

The n-expansion rewriting rules for INF /FNF predicates are defined
according to the following rules:

ATHFASB|s-t  A;THFNF(s-t)
A;rl—S—%,]FNF vV:As

A;- =t —enF t A; VAR t —nFNF t
AT H t—>nINF t A; I',I— t[a:A] —nINF t’[a:A]

ATEA —>nINF A A A —>nFNF A
AT F BIA —,nr BIA] AT AB] —yine A[B]

A;~FA|S A;V:Al—B|t—>nFNFB/‘ld
A;THBY | XTRT sASV:AINt —,ene BY | XTRT sAS v:AIN t

ATHA]| s N;a:ATEB|t—,mr B |t
A:T-B?| ASSMsAS a:AINt —,n B?| ASSM s AS a:AIN t'
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Normal Forms

More intermediate steps are required:
@ every INF/FNF reduction is either a 8 or a n reduction;
@ every INF/FNF ends in a 8 normal redux;
@ equivalence is a beta reduction.

Lemma (Normalisation)
IfA; T = FNF(t), then t is in normal form. }

G. Primiero (Ghent University) Dependent Evidence GC-CUNY 30/34



Normal Forms

Lemma (Confluence)

Q@ —nr/ene-normal forms are unique,

confluence corresponds to saying that every term reduces to a
normal formal

o

© Since every term has a unique 3-normal formal

© and by reductions — e /FNF preserve 3-normal forms,
o

normalisation of — e /enF IS reduced to normalisation of
—*nINF /FNF -
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Normal Forms

Lemma (Confluence)

Q@ —nr/ene-normal forms are unique,

@ confluence corresponds to saying that every term reduces to a
normal formal

© Since every term has a unique 3-normal formal

© and by reductions — e /FNF preserve 3-normal forms,

@ normalisation of — e /Fnr is reduced to normalisation of

—*nINF /FNF -

Lemma

By induction, —,ne/Fne for expressions with dependent evident
requires at most a finite number of function application rule instances
to reduce to an unconditional evidence.
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Strong Normalization

Lemma (Strong Normalization)

There are no infinite sequences of reductions
A;T =t —nne/ene U —ine/ene B
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Summary

@ Introduced functional expressions over evidences;

@ Used it to define a natural deduction calculus which distinguishes
between unconditional and dependent evidence;

@ Extended it to extensional equivalence;

@ Proven that this extension is conservative w.r.t. the calculus with
simple evidence from [Artémov and Bonelli, 2007] by showing
(Strong) Normalization.
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