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Defaults, Commonsense Reasoning, and AI

Default Rules
Rules of the form “Typically A’s are B’s"
EXAMPLE: Typically birds fly.

Default rules are not universally valid, but allow for some
exceptions.
EXAMPLE: Penguins are non-flying birds.

Default rules are frequently used in commonsense reasoning.

I In a defeasible way!
⇒ Obtained consequences may be withdrawn later on.

I Nature’s way to lessen the cognitive load on people’s minds.
⇒ Plausible consequences are drawn more swiftly, disregarding

all possible exceptions.
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Defaults, Commonsense Reasoning, and AI

Default Rules in AI
In AI, default rules are characterized as defeasible inference rules.

⇒ When necessary, the consequences obtained by means of these
inferences rules are withdrawn.

in case new information is acquired that contradicts these
consequences.
= external non–monotonicity

in case of conflict between different default rules.
= internal non–monotonicity
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Defaults, Commonsense Reasoning, and AI

Resolving Conflicts Between Defaults
In general, conflicts are resolved by relying on two requirements:

specificity
= more specific defaults are preferred over less specific ones.

inheritance
= members belonging to a particular class should inherit as

much characteristics as possible from the overarching
classes.
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Defaults, Commonsense Reasoning, and AI

Resolving Conflicts in AI
Specificity and inheritance are formally implemented by

rewriting the default base,
generating priorities among defaults, or
imposing restrictions on the domain of applications.

HOWEVER: This is done by means of
extra–logical computations, or
an extremely complicated preference ordering on
worlds.

PROBLEM: No human is ever going to do this kind of reasoning!

AIM: To propose an approach to default reasoning that is
grounded syntactically, and as such, comes closer to
actual human reasoning.

by relying on the Adaptive Logics Programme.
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The Adaptive Logics Approach

The Adaptive Logics Dr and Dram

As all adaptive logics (AL), Dr and Dram are characterized by means
of

a lower limit logic (LLL)
I Lays down the stable, non–defeasible inference rules
⇒ CnLLL(Γ) ⊆ CnAL(Γ)

I the LLL of Dr and Dram is the logic CL∀

a set of abnormalities Ω

I Defines the defeasible inference steps

⇒ A ∨ B∈Ω

A
, unless B cannot be interpreted as false.

an adaptive strategy
I Regulates the withdrawal of defeasibly derived consequences
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Characterizing Default Rules: The Logic CL∀
Language Schema

language letters logical symbols set of wffs
L S ¬,∧,∨,⊃,≡,∃,∀,= W
L∀ S ¬,∧,∨,⊃,≡,∃,∀,∀,= W∀

The Universal Quantifier ∀
Both gluts and gaps are allowed with respect to ∀.

⇒ There are no axioms or inference rules characterizing ∀.
⇒ The proof theory of CL∀ = the proof theory of CL!

⇒ No consequences can be drawn from formulas of the form (∀α)Aα.

Default Rules
Default rules are defined as formulas of the form (∀α)(Aα ⊃ Bα), with
Aα, Bα ∈ L.
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Characterizing Default Inference: the Logic Dr

Defining the Dr–Consequence Relation (1)
Γ `Dr A iff Γ `CL∀ A ∨ Dab(∆) and ...

Dab(∆) =
∨

(∆), with ∆ ⊂ Ω

I If ∆ = ∅, then A ∈ CnDr(Γ).
⇒ CnCL∀

(Γ) ⊆ CnDr(Γ)

I If ∆ 6= ∅, then A is a defeasible/conditional consequence of Γ.

Ω = {(∀α)(Aα ⊃ Bα) ∧ Aβ/α ∧ ¬Bβ/α | Aα, Bα ∈ L, β ∈ C}

EXAMPLE: Γ = { (∀α)(Bα ⊃ Fα), Bt , ¬Ft }
⇒ Γ `CL∀ Ft ∨ ((∀α)(Bα ⊃ Fα) ∧ Bt ∧ ¬Ft)

⇒ Ft is a defeasible consequence of Γ.

BUT: Is Ft a final consequence of Γ?
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there is no ∆′ ⊂ ∆ such that also Γ `CL∀ Dab(∆′).
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Characterizing Default Inference: the Logic Dr

Too many default consequences are withdrawn!

EXAMPLE: Γ = { (∀α)(Bα ⊃ Fα), (∀α)(Pα ⊃ Bα), (∀α)(Pα ⊃ ¬Fα)
Pt }
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⇒ Neither Bt , Ft , nor ¬Ft is a final consequence of Γ.
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Characterizing Default Inference: the Logic Dram

Abnormality Markers
Formulas that represent the information about specificity and
inheritance that is derivable from the premise set.

⇒ They point out which of the abnormalities in a Dab–consequence are to
be blamed for the conflict at hand!

Preliminary Remark
Default rules are limited to formulas of the form (∀α)(Aα ⊃ Bα), with
Aα, Bα ∈ A (= the set of atomic formulas and negations of atomic
formulas).
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Characterizing Default Inference: the Logic Dram

Abnormality Markers
Formulas that represent the information about specificity and
inheritance that is derivable from the premise set.
⇒ They point out which of the abnormalities in a Dab–consequence are to

be blamed for the conflict at hand!

Some Shorthand Notations
[A1

α, ..., An
α | Bα] =df (Xα)(A1

α ⊃ A2
α) ∧ (Xα)(A2

α ⊃ A3
α) ∧ ...∧

(Xα)(An
α ⊃ Bα), with X ∈ {∀,∀}.

neg(A) =df the complement of A.

Definition
Mi = {[A1

α, ..., An
α | Cα] ∧ [B1

α, ..., Bm
α | neg(Cα)] ∧ A1

β ∧ B1
β∧ ¬(An

β ∧ Bm
β )

| An
α /∈ {B1

α, ..., Bm
α}, and Bm

α /∈ {A1
α, ..., An

α}}
Ms = {[A1

α, ..., An
α | Cα] ∧ [A1

α, ..., An
α, B1

α, ..., Bm | neg(Cα)] ∧ A1
β∧

¬(Cβ ∧ Bm
β ) | β ∈ C}
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Characterizing Default Inference: the Logic Dram

Definition
Θ61 expresses that Θ is at most a singleton.
Dabam(∆,Θ61) =

∨
(∆∪Θ61), with ∆ ⊂ Ω and Θ61 ⊂Mi ∪Ms.

Definition
Dabam(∆,Θ61) is a minimal Dabam–consequence of Γ iff Γ `CL∀
Dabam(∆,Θ61) and there is no ∆′ ⊂ ∆ and no Σ61 ⊂Mi ∪Ms
such that also Γ `CL∀ Dab(∆′,Σ61).

Defining the Dram–Consequence Relation
Γ `Dram A iff Γ `CL∀ A ∨ Dab(∆) and there is no finite Θ ⊂ Ω and no
Σ61 ⊂Mi ∪Ms such that Dabam(Θ,Σ61) is a minimal Dabam–
consequence of Γ and Θ ∩∆ 6= ∅.
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The condition on defeasible derivation laid down by the reliability
strategy with abnormality markers!
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Example
Γ = { (∀α)(Bα ⊃ Fα), (∀α)(Pα ⊃ Bα), (∀α)(Pα ⊃ ¬Fα), Pt }

Γ `CL∀ Bt ∨ ((∀α)(Pα ⊃ Bα) ∧ Pt ∧ ¬Bt)

Γ `CL∀ Ft∨((∀α)(Pα ⊃ Bα)∧Pt∧¬Bt)∨((∀α)(Bα ⊃ Fα)∧Bt∧¬Ft)

Γ `CL∀ ¬Ft ∨ ((∀α)(Pα ⊃ ¬Fα) ∧ Pt ∧ ¬¬Ft)
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⇒ Bt , Ft , and ¬Ft are defeasible consequences of Γ.
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Conclusion

To Conclude
In comparison to AI–approaches, the approach based on Dram comes
much closer to actual human reasoning.

More Results
There is a semantic as well as a proof theoretic characterization
of the logic Dram.
+ Soundness and completeness have been proven.
The approach can easily be extended to all default rules of the
form (∀α)(Aα ⊃ Bα).

Further Research
To develop adaptive logics for default inference based on
requirements different from specificity and inheritance.
To compare the Dram–consequence relation with existing
consequence relations for default inference.
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